Building YoloV4 models for
identification of rock minerals
IN thin section

by Muhammad Fatih Qodri

Submission date: 06-Nov-2023 02:33AM (UTC-0500)

Submission ID: 2219119362

File name: Pratama_2023_IOP_Conf._Ser.__Earth_Environ._Sci._1151_012046.pdf (974.53K)
Word count: 2723

Character count: 14559



%P Conference Series: Earth and Environmental Science

PAPER : OPEN ACCESS You may also like
. . . e . - Vehicle door frame positioning mef or
Building YoloV4 models for identification of rock bliocarviaon onois based on imavove
} ; . R YOLOw4
mlnera|S in thln SeCtIOI'l Limei Seng, Yulin Wang, Yangang Yang et
fafr rack Detection B n Yolov4

To cite this article: B G Pratama et al 2023 IOP Conf. Ser.: Earth Environ. Sci. 1151 012046 Targel Detection Methad

nging Li, Chao Duan, Yan Zhi et al.

in radiographic images

9&\» the article online for updates and enhancements. m;gwen?:esnﬁnz gta‘a)l' ZhouztonrZTeEng)

245th ECS Meeting Bringing together industry, researchers, and
government across 50 symposia in electrochemistry

San Francisco, CA , .
! and solid state science and technology

May 26-30, 2024

Learn more about ECS Meetings at

“ PRiME 2024 http://www.electrochem.org/upcoming-meetings

. Honolulu, Hawaii
October 6-11, 2024 @ Save the Dates for future ECS Meetings!

This content was downloaded from IP address 103.169.38.150 on 03/04/2023 at 07:50




1
CONSER-2022 10P Publishing

10P Conf. Series: Earth and Environmental Science 1151(2023) 012046 doi:10.1088/1755-1315/1151/1/012046

Building YoloV4 models for identification of rock minerals in
thin section

B G Prat ! M F Qodri** and O Sugarbo’

'Electrical Engineering Department, Faculty of Industrial Technology, Institut Teknologi
Nasional Y@akarta, Indonesia
“Geological Engineering Department, Faculty of Mineral Technology, Institut Teknologi
Nasional Yogyakarta, Indonesia

*fatihqodri(@itny.ac.id

Abstract. Rock mineral identification is a costly and time-consuming task using conventional
methods of testing physical and chemical properties, especially in the petrographic laboratory.
A comprehensive identification model for three rock minerals in sedimentary rocks based on the
YoloV4 model is available as a solution. The models predict rock minerals by calculating the
pixels and the weights that have been trained previously. First, the YoloV4 models and
framework were built. Then, a total of 44 manually labelled thin section images (sedimentary
mclﬁhiﬂ section) were used to create the model to detect minerals accurately. The MAP and
loss results showed that the parameters of the minerals detection model in PPL are 1 1% and 1.19,
respectively. Meanwhile, The MAP and loss results of XPL are 19% and 1.18, respectively.
Finally, Identification of rock minerals using deep learning algorithms is a very promising idea
especially the YoloV4 model can build a comprehensive detection of rock samples in thin
sections effectively.

1. Introduction

Conventional detection methods have clear physical implications. Generally, detection is performed
based on the physical property’s observation for identifging rocks mineral in thin sections. [1].
Identification models have been widely carried out along with the development of computer science,
especially artificial intelligence [2]. On the other hand, deep learning studies are controlled by data [3].

Petrographic research using a microscope is an essential component of geological analysis
ranging from rock determination for academic studies to exploration of the mining and petroleum
industries. Computer-assisted image analysis techniques have made it easier to characterize the
microscopic properties of rocks through digital thin-slice image analysis [4]. In a petrographic study,
raniner‘als in the thin section were identified with a polarization microscope. Petrographic analysis
in both plane-polarized lights (PPL) and crossed polarized light (XPL) conditions is carried out to obtain
mineral identification capabilities accurately according to the optical properties of minerals based on the
image in thin-section photos (Figure 1).

Image recognition has been widely developed in the last decade using deep learning methods [5].
Studies have also been carried out to introduce minerals in the form of images [6]. Image development
using deep learning methods gyl be influenced by the number of mineral datasets [7]. So far, studies
that have been carried out on the application of deep learning methods in the identification of minerals
in rocks have shown significant results and are more effective in terms of time [8]. [9] has conac‘[ed
research using 45 thin slices of rock as a dataset which is then identified by color and produces results
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with a high level of accuracy. [10] also conducted the same study with objects in the form of sedimentary
rock thin sections. More development needs to be done, especially in developing a more accurate and
objective mineral identification model.

Figure 1. Rock Minerals Thin section in PPL and XPL [11]

Currently, many researchers have researched the design and implementation of deep learning
frameworks. Identifying rock minerals images with deep learning methods must be carried out
comprehensively using accurate datasets. In this study, the identification of rock minerals will be carried
out entirely to solve problems related to accuracy and efficiency in real-time based on YoloV4. The
YoloV4 object detection model has been improved to detect rock minerals more accurately and faster.

2. Methodology
In this section, proposed method is performed to build two models of petrographic concepts using
Yolov4.

2.1.  The architecture of YoloV4

In this study, the architecture of CNN used is Yd@®V4 [13]. YoloV4 has been shown to detect common
objects with a mean average precision of 43.5% With a speed ta65 FPS by using Tesla V100. They can
achieve good result of mean average precision by adding new features to CNN architecture, i.e.,
Weighted-Residual-Connection (WRC), Cross-Stage-Partial-Connection (CSP), Cross-mini-Batch-
Normalization (CmBN), Self-Adversarial-Training (SAT), and Mish-Activation.

Ome-Stage Detector
Input [ Backbone ] Neck [ Dense Frediction

= L

Figure 2. The Construction of object detector [13]
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Input images are used by all object detectors, and features are compressed by a convolutional
neural network backbone. These backbones serve as the network's core in picture categorization and
may be used to forecast future results. The convolutional backbone's feature layers must be blended and
held up in comparison to one another in order to create numerous bounding boxes around pictures for
object identification and classification. In the neck, the layers of the backbone are combined. Since
YOLO is a one-stage detector, its architecture does not make advantage of sparse prediction.

For backbone network, YoloV4 uses CSPDarknet53 to increase learning and decrease computing
bottlenecks by transmitting an unaltered version of the future map. Meanwhile in neck network, YoloV4
selects PANet for the network’s feature aggregation and append SPP Block after backbone network to
improves the receptive field and secures the major features from the backbone network. YoloV4 uses
the same head as YoloV3 in dense predicgn network.

There are two layers that are added 1n YoloV4, bag of freebies and bag of specials. Bag of freebies
are employed to increase the performance of the network but do not add up the inference time. SAT is
one of many types of bags of freebies which is used by YoloV4 in its architecture. The term of Bag of
specials is coined because they boost performance tremendously while only slightly increasing
inferencing time. YoloV4 utilizes mish activation function and CmBN for batch normalization.

2.2.  Building The Dataset for Training and Validation

The subje@g used in this research were minerals in sedimentary rocks, especially quartz, plagioclase,
and lithic. The images used in this study were collected from a collective geological website. A python-
based application is used called Labellmg [14] to create a dataset, as shown in Figure 3. The dataset
created is based on images derived from thin-slice photography. A bounding box for each type of
mineral in the photography is provided in each image,

Figﬁre 3. Labelling PPL and XPL image for Training the Models

The bounding box itself is formed from coordinate values (X, Y) of the box's left point, length (X
- X"}, and height (Y-Y") of the box. Each bounding box will be given a label related to the type of mineral
in the bounding box. The number of images labeled is 22 for PPL and XPL, respectively. The total
number of ideas combined is 44 images, and those images are accompanied by a txt file that stores the
coordinates of the bounding box for each labeled mineral. When all the images have been labeled, the
label format is changed into a TXT format that the YOLOv4 architecture can read for further training
and create another text file to store the information about the types of minerals that will be used for
training the models. The ratio proportion between training, validation, and test datasets of the overall
dataset is 55% for the training dataset, 27% for the validation dataset, and 18% for the test dataset.
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2.3.  Building The Models

A desktop computer with the specifications of AMD R5 2600, 16 GB RAM, and RTX3060 used to train
the models. By using RTX3060, Cuda cores could be implemented to increase deep learning
performance when training or validating the dataset. NVidia jetson nano 4GB is used to test the dataset.
Furthermore, the performance of the models using SBC and compare the desktop and SBC could be
recognized.

The system was designed to produce a model that can predict mineral types in rock slices in 2
workflows: dataset creation and model training. The two workflows are shown in Figure 4. After
creating a dataset for training the models from 3 datasets, 2 of 3 classes, training, and validation is used.
Training and validation datasets were prepared so they could be recognized by YoloV4 [13] architecture
by creating supporting files named class and object. Furthermore, for completing those supporting files,
the parameter for the models needs to be set, such as how many epochs ggill be used for training,
determining how many classes will be used to recognize the minerals, and the number of filters used
correspnding to the number of classes. The test dataset will be used later for detecting the minerals to
know the model's actual performance in the following work.

For every epoch, the system will calculate the best weight for the models. For every 100 epochs,
the system will calculate the MAP to know the model's performance from the validation dataset. Every
MAP calculated was plotted in the graph to know which weight was best at the given MAP. The Best
MAP value, which corresponds to weights, was saved to the models. For every multiple of 1000 epochs,
the system saved the weights into the models. After it reached more than 6000 epochs, the system kept
the last weights and stored them in the models. The system produced many models to test each model
freely which one was fit to the test dataset in the following work.

Prepare pre-trained
Training and
Validation Prepare Dataset —»f Yolov4 | Set The Parameter
dataset model from github for Training Model
server

Save Best
Weight
yes
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MAPEpoch = Epoch Calculate The Best
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No-
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Figure 4. The Flowchart of Training the Models

3. Results and Discussion

YoloV4, which is deep learning, does not need to determine the type of feature extraction used because
the architecture already regulates it. The dataset consists of 44 images of minerals in sedimentary rocks.
Many factors make up a mineral identification model, including the amount and clarity of rock mineral
images, background noise, and differences between mineral features. These factors will all affect the
MAP. Thus, the increasing number of rock mineral images will affect the high and low MAP values.
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Figure 5 shows the last value of MAP from training the models from the PPL dataset is 2%.
MAP's value varied from the highest at 11% to the lowest at 1.8%. But the average loss value decreased
as the system approached the final epoch of training. Before the system to train the model started, a pre-
trained model from YoloV4 GitHub is developed. At an early stage of the epoch, the system calculated
the weights. It generated a high value of the average loss, thus creating a straight blue line at the top of
the chart because the value exceeded the maximum value of the y-axis range. As the training stage goes
on, the average loss decreases. It can be seen at the 1000th epoch that the average loss value started to
match with the range of the y-axis, and the final value of the average loss is 1.192. It shows that as the
system calculated weights approaching the last epoch, the more converged the average loss value
became.

In creating the XPL training model, as shown in Figure 6, MAP's value is better than PPL's. The
highest number of MAP is 19%. Meanwhile, the lowest value is 7%. Another parameter that is better
than PPL is average loss. The average loss of XPL is 1.185. The XPL model produces a better result
than the PPL model because PPL observations is still not enough to distinguish minerals with many
similar optical properties, especially those in one particular group. PPL observations are only
preliminary observations that need to be validated by performing XPL observations.
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Figure 5. The Graph Showing The Result of Loss and MAP for PPL
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Figure 6. The Graph Showing The Result of Loss and MAP for XPL
4. Conclusion

This study's results indicate that identifying rock mineral thin sections in PPL and XPL with the
proposed YoloV4 approach is very efficient and promising idea. Based on the use of the YoloV4
algorithm, The MAP and loss results showed that the number of parameters of the minerals detection
model in PPL is 11% and 1.19, respectively. Meanwhile, The MAP and loss results of XPL are 19%
and 1.18, respectively. More comprehensive development is needed, especially in the YoloV4 approach.
As for the following works, the model to the PPL and XPL images will be tested that correspond to each

other in two kinds of devices, Nvidia Jetson Nano and Desktop PC with RTX3060, and calculate the
confusion matrix to get the accuracy, sensitivity, and specificity.
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